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Intro

Lets Do a Experimentation Before We Start

Polis

▶ Link: https://pol.is/2hkcy8chhj

▶ Topic: China Zero Covid Protests

▶ ▶ User can agree / disagree on
different comments

▶ Its anonymous!!.
▶ Based in the US
▶ → youwon′tblacklist!!
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Intro

Outline

▶ Motivation

▶ Research Questions

▶ Data

▶ Methods

▶ Results thus far

▶ Limitations/Next Steps
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Intro

Motivation

▶ Problems
▶ 1.‘Horse race’ problem and misinterpretation in polls and probabilistic

modeling
▶ 2. Echo chamber and polarization
▶ 2. No alternative voice in some authoritarian countries

▶ Solution
▶ Voting mechanism served as decentralized opinion aggregation platform
▶ Vote on the ”comments”by participants
▶ Review and understand the most trivial concern of the other side
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Intro

Prior Research

Polis

▶ a real-time system for gathering,
analyzing and understanding what large
groups of people think in their own words,
enabled by advanced statistics and
machine learning.

▶ method:

1. Read about the polis opinion
matrix

2. Dimensionality reduction
3. Clustering
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Intro

Research Questions

▶ Observation
▶ Static: Opinion landscape of the participants and representativeness of

comments
▶ Dynamic: Is a consensus forming in the voting?

▶ Activism
▶ Would prioritizing the comments from the opposite ’echo chamber’

make a difference?
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Data and methods

Data Sources

▶ Vtaiwan open source data
▶ Experimentation of voting mechanism (45s test)

▶ Uber Issue: Should Uber be regulated in Taiwan
▶ Main data set: participants vote csv, comment csv
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Data and methods

Method: Data Acquisition

▶ participants-votes.csv
▶ meta-data: participant, group-id, n-comments, n-notes, n-disagree,

n-agree
▶ sparse matrix: participants (x-axis) vote on each comments (y-axis)

▶ comments.csv
▶ variables: comment-id, author-id, moderated, comment-body,

timestamp
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Data and methods

Method: Process flow

1. Data Clean

2. Dimensionality reduction:
▶ PCA
▶ UMAP

3. Cluster:
▶ Kmean

9



Data and methods

Method: Data Cleaning

1 de f c o u n t f i n i t e ( row ) :
2 f i n i t e = np . i s f i n i t e ( row [ v a l f i e l d s ] )
3 r e t u r n sum( f i n i t e ) # count number o f True v a l u e s i n `

f i n i t e `
4

5 de f s e l e c t r o w s ( df , t h r e s h o l d ) :
6 numbe r o f vo t e s = df . app l y ( c o u n t f i n i t e , a x i s =1)
7 v a l i d = numbe r o f vo t e s >= th r e s h o l d
8 r e t u r n d f [ v a l i d ]
9 d f v o t e s = s e l e c t r o w s ( df , 7)

10

11 ## remove s t a t emen t s ( columns ) which were moderated out
12 s t a t em e n t s a l l i n = s o r t e d ( l i s t ( df comments . l o c [

df comments [ ”moderated ” ] > 0 ] . i nd e x . a r r a y ) , key = i n t
)
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Data and methods

Methods: Algorithms

▶ process flow
▶ Dimensionality reduction

▶ PCA
▶ UMAP

▶ Clustering
▶ Kmeans
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Data and methods

Methods: Dimension reduction

▶ enables us to visualize participants in relation to each other within the
opinion landscape

▶ Participants are closer together in this landscape if they tend to
agree. And further apart if they tend to disagree.

Abbildung 1: Visualize w/ PCA Abbildung 2: Visualize w/ UMAP
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Data and methods

Methods: Dimension reduction

Abbildung 3: Source: Packt Pub, via Hackernoon

▶ PCA
▶ effective for visualizing clusters or groups of data points and their

relative proximities.
▶ Identifying the hyperplane which lies closest to the data and then

projects the data on that hyperplane while retaining most of the
variation in the data set.
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Data and methods

Methods: Dimension reduction

▶ UMAP (Uniform Manifold Approximation and Projection)
▶ effective for visualizing clusters of data points.
▶ nonlinear dimensionality reduction method
▶ Scalability: can be applied directly to sparse matrices
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Data and methods

Methods: K-means

▶ Algorithm

1. Randomly initialize k cluster
means (here: k = 2)

2. Iterate:
3. Assign each object to the

nearest cluster mean
4. Recompute cluster means
5. Stop when clustering

converges
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Results

Describing the analytic sample

Name Estimand
Dimensions of pre-processed matrix (1921, 203)
Dimensions of post-processed matrix (1269, 198)
Total number of possible votes 251262
Total number of agrees 30237
Total number of disagrees 11661
Total without vote 208097
Percent sparse 0.8282072100039003
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Results

Full participants * comments matrix
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Results

Results: Divisiveness of Comments

▶ How divisive was the conversation?

▶ Statement close to zero are voted on the
same way - either both opinion groups
agree or disagree

▶ Statement far from zero are divisive -
participant were split between agreement
and disagreement

18



Results

Results: Consensus Comments

▶ min ’support share difference’ on each comments
▶ smaller difference in support share → consensus

▶ Consensus arguments
▶ Main appeal of people (agreed by both groups)
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Results

Results: Dispute Comments

▶ max ’support share difference’ on each comments
▶ larger difference in support share dispute

▶ Dispute arguments
▶ Need to be discussed and solved
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Results

Next step

▶ Dynamic analysis
▶ time-series hypothesis testing
▶ 4 sub-graphs, calculate the social distance of opinion group A and B

▶ Limitation
▶ clustering method produce different result
▶ testing leiden-graph method
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Slides you can borrow from

Here are some slides that have examples of different syntax you may
find helpful (not required to do things like a tikz diagram)
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Slides you can borrow from

Example of loading a figure you’ve uploaded (can be pdf or
png)
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0.54

0.54

0.55

0.52

0.51

0.24

0.38

Guess label
(prob = prob nr)

Nonrespond
previous wave

Decision tree

Stacking

Neural net

Boosted glm

Random
forest

Grad.−boost
machine

0.0 0.2 0.4 0.6
Recall

(use 2015 and 2017 waves
to predict held−out 2019 response)

Baseline
Model
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Slides you can borrow from

Example of a table

Name Estimand Estimator Why?

Divergence
between
sample and
population

(X̄ − E [ ˆ̄X | T = 1]) −
(X̄ − E [ ˆ̄X | T = 0])

Regress distance bet-
ween population mean
(X̄ ) and sample mean

(X̂ ) on treatment indi-
cator

Measures whether treat-
ment produces sample
quantities closer to po-
pulation mean

Response
rate

1
n

∑
{i :Si=1} Yi (T =

1)− Yi (T = 0)

Regress response on
treatment

In combination with bi-
as measure helps us un-
derstand whether we in-
crease both response ra-
te and decrease non-
response bias, or only
increase response rate
with no reductions in bi-
as

24



Slides you can borrow from

Example of inserting code snippet using fragile
environment and listings

1 de f c l e a n y e l p j s o n ( o n e b i z ) :
2

3 ## r e s t r i c t to s t r c o l s
4 d s t r = { key : v a l u e f o r key , v a l u e i n o n e b i z . i t ems ( )

i f t ype ( v a l u e ) == s t r }
5

6 d f s t r = pd . DataFrame ( d s t r , i nd e x = [ d s t r [ ' i d ' ] ] )
7 r e t u r n ( d f s t r )
8

9 y e l p s t r o n l y = [ c l e a n y e l p j s o n ( one b )
10 f o r one b i n y e l p g e n j s o n [ ' b u s i n e s s e s ' ] ]
11 y e l p s t r o n l y d f = pd . concat ( y e l p s t r o n l y )
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Slides you can borrow from

Example of splitting slide using minipage and tikz diagram

Random targeting:

Potential

respondents

Randomly

sample

Provide

additional

incentives

Risk-based targeting

Potential

respondents

1. Define estimand

to predict (e.g., nonresponse

risk; case importance)

2. Predict that label

3. Rank by ŷ

4. Provide

additional incentives

based on risk/importance
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Slides you can borrow from

Another example tikz diagram

Estimation data containing all sampled
units’ 2015 and 2017 features (aggrega-
ted so one prediction per unit)

Use 80% sample (N = 67, 136) to train model
with 162 features

to predict 2019 nonresponse;
select hyp. via CV

Validate on 20%
held out set (N =
16, 783)

Select model that
optimizes recall (GBM)

Fit top model to data containing training units’ 2015,
2017, and 2019 features (aggregated so one prediction
per unit)

Use that model
to predict 2021
nonresponse
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